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MOTIVATION/BUSINESS VALUE AND VARIABLES

Which variables are most significant in
predicting the wine quality?

WE WANT TO DETERMINE WHAT KINDS OF FACTORS GO INTO WINE QUALITY SO THAT
PRODUCERS WILL BE ABLE TO EVALUATE HOW TO MAKE A HIGHER QUALITY WINE

WINE INDUSTRY CURRENTLY VALUED AT $S340 BILLION

THE INDUSTRY PRESERVES AGRICULTURAL LAND, AMERICAN JOBS, ATTRACTS TOURISM, AND
GENERATES TAXES

BEING ABLE TO MAKE A HIGH-QUALITY WINE CAN SIGNIFICANTLY INCREASE PROFITABILITY

WE ARE TRYING TO UNDERSTAND AND PREDICT THE IMPACT THAT VARIABLES HAVE ON THE QUALITY
OF WINE

WE ARE USING PREDICTORS SUCH AS PH LEVEL, ALCOHOL LEVEL, DENSITY, AND CITRIC ACID
LEVELS, ETC



> colSums(is.na(wine)) RAW DATA
fixed.acidity volatile.acidity citric.acid residual.sugar

(] (] (7] 0
chlorides free.sulfur.dioxide total.sulfur.dioxide density
(] (] (7] 0
pH sulphates alcohol quality
(] (] (%] 0

Rows: 1,599

Columns: 12 *12 COLUMNS (11 CONTINUOUS VARIABLES AND 1

fixed.acidity <dbl> 7.4, 7.8, 7.8, 11.2, 7.4, 7.4, 7.9, 7.3, 7.8, 7.5..

volatile.acidity <dbl> 0.700, 0.880, 0.760, 0.280, 0.700, 0.660, 0.600, .. CATEGOR|CAI— ONE)
citric.acid <dbl> 0.00, 0.00, 0.04, 0.56, 0.00, 0.00, 0.06, 0.00, O..

residual.sugar <dbl> 1

chlorides <dbl> 0

free.sulfur.dioxide <dbl> 11, 25, 15, 17, 11, 13, 15, 15, 9, 17, 15, 17, 16..

total.sulfur.dioxide <dbl> 34, 67, 54, 60, 34, 40, 59, 21, 18, 102, 65, 102,.. *NO DATA CLEANING REQUIRED SINCE THERE WERE NO MISSING
density <dbl> 0.9978, 0.9968, 0.9970, 0.9980, 0.9978, 0.9978, 0.. EAVIN=IPNNR=NINR=[=RpY NP1}

pH <dbl> 3.51, 3.20, 3.26, 3.16, 3. .51, 3.30, 3.39, 3.
sulphates <dbl> 0.56, 0.68, 0.65, 0.58, 0. .56, 0.46, 0.47, O..

leohol cdbls 5.4, 9.8, 9.8, 9.8, 9.4, 9.4, 9.4, 10.0, 5.5, 10.. NRAARIN=PIACCIORIVNININIER =N LRI BZel FOlN[ sV VN S R WAN]

quality <int> 5, 5, 5, 6, 5, 5, 5, 7, 5, 5, LS N ODELS

.9, 2.6, 2.3, 1.9, 1.9, 1.8, 1.6, 1.2, 2.0, 6.1,.. 'LSQQROWB

.076, 0.098, 0.092, 0.075, 0.076, 0.075, 0.069, ..
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*OVERALL, WE BELIEVED THAT THESE VARIABLES SEEMED TO BE
STRONG INDICATORS FOR PREDICTING THE QUALITY OF WINE



SUMMARY STATISTICS
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» THE AVERAGE WINE QUALITY CAN BE
e e i om et o SEEN TO BE CLOSER TO 6, WIH

Ist Qu.: 7.10 1st Qu.:0.3900 1st Qu.:0.090 1st Qu.: 1.900

wdion + 120 modion ANYTHING ABOVE IT MEANING GOOD

2
Mean : 8.32 Mean :0.5278 Mean :0.271 Mean : 2.539
2

3rd Qu.: 9.20 3rd Qu.:0.6400 3rd Qu.:0.420 3rd Qu.: 2.600 WINE, WH”_E ANYTHING BELOW THE

Max. :15.90 Max. :1.5800 Max. :1.000 Max. :15.500

hlorid £ .sulfur.di ide total.sulfur.di id d it
Mim.  :0.01200 min. : 100 Min. 6.0 Min. 0. NUMBER 6 IS CONSIDERED BAD WINE

1st Qu.:0.07000 1st Qu.: 7.00 1st Qu.: 22.00 1st Qu.:0.
Median :0.07900 Median :14.00 Median : 38.00 Median :0.
Mean :0.08747 Mean :15.87 Mean : 46.47 Mean :0.
3rd Qu.:0.09000 3rd Qu.:21.00 3rd Qu.: 62.00 3rd Qu.:0.
Max. :0.61100 Max. :72.00 Max. :289.00 Max. :1
pH sulphates alcohol quality

Min. :2.740 Min. :0.3300 Min. : 8.40 Min. :3.000

1st Qu.:3.210 1st Qu.:0.5500 1st Qu.: 9.50 1st Qu.:5.000
Median :3.310 Median :0.6200 Median :10.20 Median :6.000
Mean :3.311 Mean :0.6581 Mean :10.42 Mean :5.636
3rd Qu.:3.400 3rd Qu.:0.7300 3rd Qu.:11.10 3rd Qu.:6.000
Max. :4.010 Max. :2.0000 Max. :14.90 Max. :8.000




ot s e 7 s o LINEAR REGRESSION(BASELINE]

Multiple R-squared: @.3606, Adjusted R-squared: @.3561
F-statistic: 81.35 on 11 and 1587 DF, p-value: < 2.2e-16

e WE USE LINEAR REGRESSION AS OUR BASELINE MODEL SINCE IT'S EASY TO
COMPREHEND AS WELL AS IT BEING COMPUTATIONALLY INEXPENSIVE

- *® SO SFSBNSDOOIRINSONONOORORENENeS LL AN

cememecsmecsmmenmerectioaessseasass soses e WE FIND THAT THE MOST STATISTICALLY SIGNIFICANT VARIABLES SEEM TO BE
BOTH ALCOHOL CONTENT AND THE LEVEL OF SULFATE DIOXIDE GAS IN THE

SOOI IPO OSSO PP PP OGSO ENE S . oed WlNE BOTTLE THAT SEEM TO HAVE THE BlGGEST IMPACT ON THE QUAL'TY OF
WINE AT A 100% CONFIDENCE LEVEL

T e THE ADJUSTED RA2 IS QUITELOW (0.36) MEANING THAT OUR PREDICTORS

OVERALL DON'T DO A GREAT JOB IN EXPLAINING THE VARIANCE FOUND IN THE
QUALITY OF WINE AS WELL NOT BEING ABLE TO PREDICT THE MODEL AS WELL

L AS WE THOUGHT IT WOULD

Estimate Std. Error t value Pr(>Itl)
Qriocyy  ireel tisen Lok 0o «  NOT THE START WE WANTED BUT WE CAN DEFINITELY IMPROVE THIS MODEL
ietteacdiey 3 omedo Lries 430 < iets WITH OUR NEXT TWO MODELS IN BOTH ACCURACY AND PREDICTION IN ORDER
Z:ﬂf?glgsugw 12;2;2; iigg:gi 12@; s g?z?g: TO HELP WINE MAKERS IMPROVE THE QUALITY OF THEIR PRODUCT TO BOTH
free.sulf:r.digxi&}le 4:3613793 2:1?19703 2:@09 .0.04-4? :” REGU LAR CUSTOM ERS AND TO Wl NE CONNO'SSEU RS
RO s sl e
pH -4,137e-01 1.916e-01 -2.159 0.0310 *
sulphates 9.163e-01 1.143e-01 8.014 2.13e-15 **=*
alcohol 2.762e-01 2.648e-02 10.429 < 2e-16 ***

Signif. codes: @ “***’ 9,001 ‘**’ 9.01 ‘*’ 0.05 ‘.’ 0.1 * * 1



bag_wine

R AN D O M ) ¥IncMSE IncNodePurity
fixed.acidity 11.592998  11.550449

volatile.acidity 31.835956 57.982307 alcohol alcohol

citric.acmd 14.011371 15.770396 sulphates =] volatile.acidity
FO RF ST P e s

free.sulfur.dioxide 9.963321 6.8085585 total.sulfur.dioxide > density

tota}.sulfur.dionde 21.267020 21.318083 density o total.sulfur.dioxide

density 17.772679 26.138066 citric.acid citric.acid

pH 6.197876 6.971193

sulphates 32.571684 53.409127 chlorides chlorides

alfohol R 38.934625 96.449858 fixed.acidity o fixed.acidity

,‘—I‘ﬁf: ( J ‘ ne) free.sulfur.dioxide | ¢ pH

WE USE AN ENSEMBLE METHOD HERE IN i pH ] free.sulfur.dioxide | ©
ORDER TO STOP THE OVERFITING THAT IS residual sugar residual sugar
OCCURRING IN OUR MODEL SINCE 5 15 25 35 0 40 80
OVERFITING ALSO LEADS TO HIGH PeIncMSE IncNodePurity
VARIANCE
BOTH PLOTS (MINIMAL DEPTH DISTRIBUTION
AND MULT-W AY IMPORTANCE PLOT) HELP
US DETERMINE THE IMPORTANCE OF EACH fatetat s :
VARIABLE Distribution of minimal depth and its mean

Multi-way importance plot

o[ alcohol

AS SEEN WITH THE LINEAR REGRESSION

MODEL, WE SEE THAT OUR MODELS THAT . R

ARE MOST SIGNIFICANT ARE ALCOHOL, (sulphates )

VOLATILE ACIDITY, AND SULPHATES W HERE : ) — L

THIS CAN BE CONCLUDED SINCE THEY 5" ' Ll cid
REQUIRE THE LEAST AMOUNT OF TREE DEPTH g" 7 " o)
WHICH MEANS IN A REGRESSION TREE, THEY g .

ARE SEEN TO BE AT THE VERY TOP OF THE el o
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bag_wine <- randomForest(quality ~ .,

RANDOM FOREST
ntree = 500,

mtry = 3,

nodesize = 120,

err.rate = 0.1,

importance = TRUE)

ryNoUu P, WNREO!

Before.
] WE USE PARAMETERS SUCH AS NODESIZE AND ERR.RATE TO

c:;h(;omFor'est(For'mula = quality ~ ., data = wine_train, ntree = 500, mtry = 3, importance REDUCE THE VARIANCE AND OVERFITTING OF OUR DATASET ALONG
= TRE) Iype of randon forest: regression WITH THE USUAL IMPORTANCE, NTREE, AND MTRY PARAMETERS

_ e THAT ARE OFTEN USED IN BAGGING.
No. of variables tried at each split: 3

Mean of squared r'esidl..mls: 0.3346744 S THE IMPORTANCE OF NODES'ZE IS FAIRLY UNDERESTIMATED AS |T
+ RUSECpredicted_wine_train, wine.tratniauality) HELPED REDUCE THE OVERFITTING MASSIVELY
[1] @.262253
ElgM;Eégigg;;ted wine_test, wine_test$quality) # RMSE = 2.11, 2.11k in this case () NODES'ZE— DETERMINES THE MlNlMUM NUMBER OF OBSERVATIONS
i IN EACH TERMINAL LEAF NODE

e THE HIGHER THE NODESIZE THE FEWER LEAF NODES WE HAVE,

Aﬁer WHICH REDUCES THE COMPLEXITY OF THE MODEL
C:E.Ir-u;omFor'est('Fnr'mulu.= quality ~ ., data = wine_train, ntree = 500, mtry = 3, nodesize = ¢ WHEN PLOTTING THE RANDOM FOREST FUNCTION, WE SEE THAT
U e AROUND 100 TREES GAVE USE THE LEAST AMOUNT OF ERROR
e el trie:“:‘;";;;; :;i’fi 3 WITH THE ERROR BEING CONSTANT THEREAFTER

Mean of sq;a;ed res{dt_ml:f géss;sﬁs?? e ERR.RATE - SLIGHT DIFFERENCE, GIVES US A SMALLER
> plot(bag_wine) i e DIFFERENCE IN ERROR SIZE BUT NOTHING DRASTIC

> RMSE(predicted_wine_train, wine_train$quality)

[1] ©@.5704195

> RMSE(predicted_wine_test, wine_test$quality) # RMSE = 2.11, 2.11k in this case
[1] ©.6514995

>
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LASSO REGRESSION
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lasso_mod = cv.glmnet(quality ~ .,
data = wine_train,
alpha = 1

print(lasso_mod$lamba.min) [1] 0.005272493
print(lasso_mod$lambda.1lse) [1] 0.0859285

coef(lasso_mod, s = lasso_mod$lambda.lse) %>%
as.matrix() %>%
as.data.frame() %>%
round(3

coef(lasso_mod, s = lasso_mod$lambda.min) %>%
as.matrix() %>%
as.data.frame() %>%
round(3
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LASSO REGRESSION

chloride

- SIMILAR TO THE LINEAR MODEL,
V ARIABLES LIKE ALCOHOL,
SULPHATES, AND ACIDITY ARE
MOST SIGNIFICANT
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Log Lambda




Lambda 1se

(Intercept)
fixed.acidity
volatile.acidity
citric.acid
residual.sugar
chlorides
free.sulfur.dioxide
total.sulfur.dioxide
density

pH

sulphates

alcohol

]
S e w

000000 ee

sl

.394
. 000
.996
.000
. 000
. 000
.000
. 000
.000
.000
.285
. 247

COEFFICIENTS

lasso_coefs <- data.frame(
lasso_min = coef(lasso_mod, s
round(3) %% as.matrix() ,
lasso_1lse = coef(lasso_mod, s
round(3) %% as.matrix()
) %>% rename(lasso_min = 1, lasso_lse = 2)

lasso_mod$Tambda.min) %>%

lasso_mod$Tambda.lse) %>%

print(lasso_coefs)

lasso_coefs %>%
select(lasso_min) %>%
filter(lasso_min != 0) %%

nrow()
1] 10
lasso_coefs %>% [ ] ]O VS 4
select(lasso_1lse) %>% _
filter(lasso_1lse != 0) %79 SUO .ZGI’O
nrow() [l] 4 predICTOrS

 |asso lse coefficientshave more

penalization, are "shrunk” closerto zero

« Therefore, more zero coefficientsin the

lasso_Tse model compared to lasso_min

Lambda min

(Intercept) 3.
fixed.acidity Q.
volatile.acidity -1.
citric.acid Q.
residual.sugar Q.
chlorides -1.

free.sulfur.dioxide .

total.sulfur.dioxide -0.
density Q.
pH -0.
sulphates Q.
alcohol 0.

sl
467
000
102
000
000
742
000
002
000
110
783
271



predict_train <- predict(lasso_mod, s=lasso_mod$lambda.min,wine_train)

PREDICTION & predict_test <- predict(lasso_mod,s=1assO_mod$lambda.min_wine_test)

EVALUATION

results_train <- wine_train %>% mutate(pred=predict_train)
RMSE (results_trainfpred,results_trainfquality :
"[1] 0.6389668

« Choosing Lambda:

Lasso_min model has smallest value of lambda, therefore lowest training
error-->prone to overfitting data

Lasso_1se larger value of lambda, higher training error--> may be better for
generalization

In the context of this Lasso model, an RSME of 0.6389 means that on
average, the model's predicted response values are off by approximately
0.6398 units from the actual response values.

« Pretty good considering the values are relatively small



CONCLUSION

- WE USED RANDOM FOREST AND LASSO REGRESSION MODELS COMPARED TO LINEAR REGRESSION AS OUR BASELINE TO
ANALYZE THE DATA AND CONCLUDED THAT ALCOHOL, SULPHATES, AND VOLATILE ACIDITY WERE THE MOST IMPORTANT
VARIABLES TO PREDICTING QUALITY OF WINE

- THE USE OF RANDOM FOREST WAS DUE TO ITS EASE OF USE, FLEXIBILITY FOR BOTH CLASSIFICATION AND REGRESSION TREES, AS
WELL AS BEING MUCH MORE ACCURATE THAN BAGGING IN THE PREDICTION OF OUR MODELS

- LASSO REGRESSION ALLOWS US TO UNDERSTAND WHICH VARIABLES SHOULD BE CONSIDERED AS SIGNIFICANT TO THE QUALTY
OF WINE AND INTERPRET IT EASILY FOR MANAGEMENT OR BUSINESS PURPOSES

* THIS KNOWLEDGE COULD HELP PRODUCERS CREATE HIGHER QUALITY OF WINE AND INCREASE PROFITABILITY FOR THE THEM
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